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AI

Generative AI drives an explosion in compute: The
looming need for sustainable AI

GUEST COLUMN BY SID SHETH

After years of preparation, 2022 highlighted the amazing potential for generative AI as models
such as OpenAI LLC’s DALL-E and GPT-3 swept across the world. Microsoft Corp., Amazon.com
Inc. and Google LLC have been training machine learning models for years, but the introduction of
transformer-based large language models or LLMs that could “learn” created a tremendous leap
forward in usefulness.
There’s one problem with this generative AI explosion, though: Every time DALL-E
creates an image or GPT-3 predicts the next word, this requires multiple inference
calculations that add up to significant electrical demand. Current graphics processing
unit and central processing unit architectures can’t operate efficiently enough to meet
the looming demand, creating a big problem for hyperscalers.

Data centers will become the world’s largest energy consumers, rising from 3% of total
electricity use in 2017 to 4.5% by 2025. China predicts its data centers will consume
more than 400 billion kWh of electricity in 2030 — 4% of the nation’s total electricity
use.

Cloud providers recognize the massive quantity of electricity they use, and have
implemented efficiency measures such as locating data centers in arctic countries to
capitalize on natural cooling and renewable energy. It won’t be enough for the AI
explosion, though: Lawrence Berkeley National Laboratory found that efficiency gains
have kept this trend under control for the past 20 years, but “modeled trends indicate
efficiency measures of the past may not be enough for the data center demand of the
future.”

We need a better approach.

Data movement is the killer
The efficiency problem is rooted in how CPUs and GPUs work, especially for running
an AI inference model versus training the model. You’ve heard about “moving beyond
Moore’s Law” and the physical limitations of packing more transistors onto larger die
sizes. Chiplets are helping to address these challenges, but current solutions have a
key weakness when it comes to AI inference: Shuttling data in and out of random-
access memory leads to significant slowdowns.

Traditionally, it has been cheaper to manufacture processors and memory chips
separately, and for many years, processor clock speeds were the key gating factor for
performance. Today it’s the interconnection between chips that’s holding things
back. “When memory and processing are separate, the communication link that
connects the two domains becomes the primary bottleneck of the system,” Jeff
Shainline from NIST explains. Professor Jack Dongarra from Oak Ridge National
Laboratory said succinctly that “when we look at performance today on our machines,
the data movement is the thing that’s the killer.”

AI inference versus AI training
An AI system uses different types of calculations when training an AI model compared
to using it to make predictions. AI training loads a transformer-based model with tens
of thousands of images or text samples for reference, then starts crunching away. The
thousands of cores in a GPU are very effective at digesting large sets of rich data like
images or video, and if you need results faster, you can just rent as many cloud-based
GPUs as you can afford.

AI inference requires less power up front to make a calculation — but the massive
number of calculations and predictions needed to decide what the next word should
be in an autocomplete across hundreds of millions of users takes much more energy
than training over the long run. Facebook AI observes trillions of inferences per day
across its data centers — and this has more than doubled in the past three years.
Facebook AI also found that running inference on an LLM for language translation can
use two to three times as much power as initial training.

An explosion of demand
We saw how ChatGPT swept the industry late last year, and GPT-4 will be even more
impressive. If we can adopt a more energy-efficient approach, we can expand
inference to a wider range of devices and create new ways of doing computing.

Microsoft’s Hybrid Loop is designed to build AI experiences that dynamically leverage
both cloud and edge devices. This allows developers to make late binding decisions
on running inference in the Azure cloud, or the local client computer or mobile device.
This maximizes efficiency while users have the same experience regardless of where
inference happens. Similarly, Facebook introduced AutoScale to help efficiently decide
at runtime where to compute inference.

New approaches to efficiency
If we want to open up these possibilities, we need to get over the barriers slowing
down AI today. There are several promising approaches.

Sampling and pipelining can help speed deep learning by trimming the amount of data
processed. SALIENT (for SAmpling, sLIcing, and data movemeNT) was developed by
researchers at the Massachusetts Institute of Technology and IBM Corp. to address
key bottlenecks. This approach can dramatically cut down the requirements for
running neural networks on large datasets which can contain 100 million nodes and 1
billion edges. But it also limits accuracy and precision — which can be OK for
selecting the next social post to display, but not if trying to identify unsafe conditions
on a worksite in near real time.

Apple Inc., Nvidia Corp., Intel Corp. and Advanced Micro Devices Inc. have
announced processors with dedicated AI engines incorporated into or sitting next to
traditional processors. Amazon Web Services Inc. is even creating the new Inferentia2
processor. But these solutions are still using traditional von Neumann architecture of
processors, integrated SRAM and external DRAM memory — which all require
electricity to move data in and out of memory.

There’s one other approach to break down the “memory wall” that researchers have
identified — and that’s moving compute closer to the RAM.

In-memory computing improves latency, reduces energy
The memory wall refers to the physical barriers limiting how fast data can be moved in
and out of memory. It’s a fundamental limitation with traditional architectures. In-
memory computing or IMC addresses this challenge by running AI matrix calculations
directly in the memory module, avoiding the overhead of sending data across the
memory bus.

IMC works well for AI inference because it involves a relatively static (but large) data
set of weights that is accessed over and over again. There’s always a need to transfer
some data in and out, but IMC eliminates the majority of the energy transfer expense
and latency of data movement by keeping data in the same physical unit where it can
efficiently be used and reused for multiple calculations.

This approach promotes scalability because it works well with chiplet designs. With
chiplets, AI inference technology can scale from a developer’s desktop for testing,
before deploying to production at the data center. A data center can use an array of
cards or a large device with many chiplet processors to efficiently run enterprise-grade
AI models.

Over time, we predict IMC will become the dominant architecture for AI inference use
cases. It just makes so much sense when you have massive data sets and trillions of
calculations. You don’t have to waste energy shuttling data across the memory wall,
and the approach easily scales up to meet long-term demands.

We’re at such an exciting inflection point with advancements in generative AI, image
recognition and data analytics all coming together to uncover unique new connections
and uses for machine learning. But first we need to build a technological solution that
can meet this need — because right now, unless we can create more sustainable
options, Gartner predicts that by 2025, “AI will consume more energy than the human
workforce.”

Let’s figure out a better approach before this happens.

Sid Sheth is chief executive of d-Matrix. He wrote this article for SiliconANGLE.
Disclosure: The company offers its own digital in-memory computing architecture.
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